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Artificial neural network method for determining optical
properties from double-integrating-spheres measurements
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Accurate measurement of the optical properties of biological tissue is very important for optical diagnosis
and therapeutics. An artificial neural network (ANN)-based inverse reconstruction method is introduced to
determine the optical properties of turbid media, which is based on the reflectance (R) and transmittance
(T) of a thin sample measured by a double-integrating-spheres system. The accuracy and robustness of
the method has been validated, and the results show that the root mean square errors (RMSEs) of the
absorption coefficient p. and scattering coefficient u's reconstruction are less than 0.01 cm™' and 0.02
em™!, respectively. The algorithm is not only very accurate in the case of a lower albedo (~0.33), but also
very robust to the noise of R and T especially for the u's reconstruction.
OCIS codes: 120.3150, 300.1030, 290.5820, 290.7050.
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The determination of the optical properties of bidog-
ical tissue is essential for both diagnostic and thera-
peutic applications. Different methods, such as the
diffuse reflectance measurements in frequency-domain,
time-domain, and spatially resolved steady-statel'=6l,
have been applied to determine the optical properties of
tissue in vivo. Double-integrating-spheres (DIS) method
has been widely adopted as the “gold standard” for de-
termining the optical properties in wvitro, because it is
applicable for samples in different conditions with high
accuracy!”). The optical properties such as the absorption
coefficient p, and reduced scattering coefficient pl are
determined by the measurements of the total reflectance
(R) and transmittance (T) of a thin sample between the
two spheres.

The accuracy of the optical properties measurements
not only depends on the precision of the measuring sys-
tem but also is affected by the limitation of the recon-
struction algorithms. Several methods have been applied
to solve the problem of extracting p. and p, from the
R and T measurements by DIS, e.g., the inverse adding-
doubling (IAD) method and inverse Monte-Carlo (IMC)
simulation. The limitations of the IAD method include
the inability to account for the exact boundary condi-
tions, the failure to describe the media of low albedo,
and the instability in the reconstruction!®!. Although the
IMC method is more accurate and suitable for a wide
range of the optical properties measurement, but its cal-
culation speed is slow, and it is more sensitive to the
random noise of the Monte-Carlo simulation (MCS)[®:10l,

In this letter, a primary method based on the artificial
neural nets (ANN) is used to determine optical proper-
ties from the integrating sphere measurement of R and T’
on thin turbid biological samples. The ANN method has
been widely utilized in the nonlinear mapping, prediction
and modeling'!], as well as in extracting optical proper-
ties from the diffuse reflectance!’). But to our knowledge,
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the combination of the ANN method to the DIS system
has not been reported yet. Here, the developed method is
verified with both the simulation and experimental pro-
cesses. For the simulation process, firstly, ANN is trained
with the data generated from the MCS; secondly, the al-
gorithm is evaluated to reconstruct p, and p. with the
computed R and T from the MCS; and at last, the algo-
rithm is compared with other calculation methods. For
the experimental process, ANN is trained with the mea-
sured R and T under different optical properties, and the
algorithm is then used to extract the optical properties
of different samples.

All the experiments and simulations!!?'2 are based on
the system shown in Fig. 1. In the simulation, the sam-
ple and the glass slide are assumed to be a semi-infinite
slab with the thicknesses dsample = 0.7 mm and dgjige
= 1 mm, respectively. The refractive index of the glass
slides is assumed to be ngjqc = 1.47. For each simulation,
1x107 photons were traced.

R and T of the sample were measured in the wavelength
of 633 nm using the relative measurement method. The
values of R and T can be calculated according tol!
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Fig. 1. DIS setup for the measurements of Rmeas and Tieas-
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where V1 and Vjo are the detected light power for sphere
1 and 2 when the standard reflectance (transmittance)
with a reflectivity (transmittance) of rier (tref = 1) is
measured, respectively. V1 and Vi are the reflected
and transmitted light power from detector 1 and 2, re-
spectively, when the sample is measured. V,, x and V;
(x € 1,2) are the noise caused by the scattered light in
the zth detector with and without light passing through
the spheres, respectively. The measured Ryeas and Tineas
are then used to extract u, and p. with the inverse algo-
rithm.

When the ANN method was applied to extract the op-
tical properties from R and T, a continuous mapping of
R and T to [pa, pl] was required. We generated a 16x41
matrices of Rgm and Ty, using the MCSIY in the fol-
lowing typical ranges of biological optical properties:

R:

05em™ ! <pp <2em 10 ecm ™! < gl <50 em ™Y
g=0.7,n=1.34, (2)

where ¢ is the anisotropy factor. The results of R,
T, radically distributions of the diffuse R and T were
recorded. According to the principle and geometry of
the integrating sphere, the photons exited beyond the
range of the sample port and the cross talk between the
two spheres would deduct from R and T. It should be
noted that Rg,, here included both specular and diffuse
reflectance, while T, included collimated and diffuse
transmittance. The mapping of [u,, pl] onto R and
Tsim is shown in Fig. 2. From the figure, we can get that
the Rgim and Ty, vary smoothly and continuously with
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Fig. 2. (a) Total reflectance R and (b) transmittance T" as a
function of p, and g for a thin slab generated with the MCS.
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Fig. 3. The relative fitting errors of (a) pa and (b) p.
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Fig. 4. Prediction accuracy of (a) p. and (b) u by using the
BPNN method. ‘—’ indicats the true values and ‘V’ indicats
the predicted values.

The back propagation neural network (BPNN) model
was applied to reconstruct u, and p's, which includes two
hidden layer nodes beside the input and output nodes.
For a set of examples (input z; (z; € S™) and out-
put y; (y; € S™)), there was a mapping h, in which
h(z;) = y;. The net was trained with the calibration
dataset to find a mapping f that was the best approx-
imation to h. Two parameters, the learning rate and
the transfer function, controled the BPNN process. The
learning rate scaled the magnitude of the step down the
error surface after each complete calculation in the net-
work, and the transfer function finished the transform
between the input and outputt].

The BPNN was trained by the dataset with the in-
put dataset of (Rgm, Twim) and output dataset (pa,
pl) (in the range of (0.5 em™' <u, < 2 cm™!,
3em~! <p'y €15 em™ 1), generated by the MCS. In the
following, the datasets used in training and testing the
BPNN method are defined as the calibration and valida-
tion datasets, respectively.

To test the fitting errors of the BPNN algorithm, we
used the training dataset as the validation dataset, and
defined the relative error of prediction as

Hpred — Htrue

ferr =
,utrue

The results, as illustrated in Fig. 3, show that the
ferr Of py is comparatively less than that of ul, and in
the most points the relative error is below 0.01%. The
results indicate that after the BPNN is well trained, it
is accurate in fitting. The reasons for the big errors in
s and/or ul may attribute to the random noise of the
MCS.

To evaluate the accuracy of the BPNN method, a
dataset of (pa, pl) was generated randomly from Matlab
and regarded as the true values. Based on the dataset
of (ftas L) , (Rsim, Tsim) were then generated from the
MCS and applied as the input of the BPNN method.

x 100%. (3)
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Table 1 Evaluation of the Optical Property Reconstruction Algorithm
Based on the BPNN

Case Calibration Validation Datasets RMSE in RMSE in
Datasets ta (cm™h) ph (em™)

1 U S without Noise 0.0035 0.0072

2 R without Noise 0.0031 0.0065

3 S with Noise 0.0098 0.0189

4 R with Noise 0.0084 0.0141

5 R U without Noise 0.0045 0.0069

6 S without Noise 0.00465 0.0049

7 U with Noise 0.0096 0.0156

8 S with Noise 0.0082 0.0134

(S: self-validation; R: random; U: uniform)
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Fig. 5. Histogram of the relative errors by using (a) the
BPNN and (b) IAD methods in the situation of 0.83 < a <
0.99.
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Fig. 6. Histogram of the relative errors by (a) the BPNN and

(b) TAD methods in the situation of 0.33 < a < 0.90.

As shown in Fig. 4, the predicted results are coincided
with the true values very well, and the prediction errors
of p, and p) are both less than 0.15%.

The robustness of the BPNN method was also assessed
by the calibration datasets and validation datasets. Two
calibration-validation dataset pairs of R and T" were gen-
erated from the MCS with the uniform and random (.,
ul), respectively. In addition to the above validation
datasets, 1% random noise was also added to R and T
in the validation dataset and thus other two validation
datasets were formed. The noise level of 1% was selected
according to the signal-to-noise ratio (SNR) of the DIS
system used in this letter (the SNR of the measuring sys-
tem was about 0.5%) and other possible noise such as the
variations cased by the samples. The prediction error for
each calibration-validation pair was quantified using the
root mean square error (RMSE)

m 1/2
1 2
fRMSE = E Z (,U/pred,i - Ntrue,i) 5 (4)
=1

where m indicates the total number of data in a dataset.
The results summarized in Table 1 show that the RM-
SEs in the p, and p} reconstruction are less than 0.005

em™! and 0.008 cm ™! without noise in R and 7. When
the noise is added, the RMSEs are a little bigger but
still less than 0.01 cm™! and 0.02 cm™! for the p,. and
il reconstruction, respectively, which indicate that the
BPNN method is robust to noise.

The performances of the BPNN method were com-
pared with that of the IAD method in both the ability to
reconstruct optical properties in the case of lower albedo
(a = 0.33 — 0.90) and the robustness to noisel”.

It is well known that IAD is noneffective for
the low albedo samples(®l. For one of the simulation
dataset, p, was big enough to get a small albedo.
Dataset 1 was for the higher albedo 0.83 < a < 0.99
(0.5 ecm™! < p, £2cem™ 10 em™! < gy £ 50 em ™),
while Dataset 2 for lower albedo 0.33 < a< 0.90
(5 em ! < py £20 em™t 10 em™t £ g/ £ 50 em ™).
With an increment of 0.1 em™! and 1 em™! for p, in
the dataset 1 and 2 respectively, and an increment of
1 cm™! for 4. in both datasets, each dataset included
656 samples. For every couple of u, and p in a dataset,
R and T were then generated with the MCS and treated
as the input to the BPNN and IAD method for recon-
structing p, and pf. The two methods were compared
by a measure named proportion which is the percentage
of the total 656 samples with a reconstruction relative
error.

As it can be seen from Figs. 5 and 6, the mean rela-
tive errors in the reconstruction of p, and p) are about
3.26x1072% and 6.61x1072% for lower albedo, and
about 3.6x1072% and 5.8x1072% for higher albedo.
The results indicate that the reconstruction accuracy by
the BPNN method is almost the same for the lower and
higher albedo. However, for the IAD method, the mean
relative errors in the reconstruction of u, and p'y are
about 6% and 9% for higher albedo, but 23.4% and 19%
for lower albedo. It is thus concluded that the BPNN
method is much more accurate than the IAD method
especially in lower albedo region.

The 1% random noise was then added to R and T in
dataset 1 to compare the robustness of the two methods.
Results show that the two methods have a comparable
robustness in reconstructing p, (results are not shown
here). However, as illustrated in Fig. 7, in the case of
adding the noise, the BPNN method can provide more
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Fig. 7. The relative errors of the p. reconstruction by using
the BPNN and TAD methods with 1% noise added to R and 7.
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Fig. 8. Reconstructed (V) (a) pa and (b) ui by the BPNN
algorithm from the experimental data.

accurate pl reconstruction than the TAD method does.

The developed algorithm was also evaluated with the
phantom measurements. The solution of Intralipid-10%
and Indian Ink were used as the scattering and absorp-
tion ingredient, respectively. Assuming that the scatter-
ing due to the Indian Ink was negligible, we determined
the “true” p, of the Indian Ink solution from the colli-
mated transmittance measurement using a spectrometer
(HR2000, Ocean Optics Co. Ltd). The “true” 'y of the
Intralipid-10% was calculated by Mie theory['2.

The 4x4 p, and p's pairs (p. = 0.5, 1, 1.5, and 2
em~1 pl =3,6,9, and 12 cm™!) were selected as the
calibration datasets. The Ryecas and Tpeas Of the cali-
bration datasets were measured by the DIS system, and
then {[pta, 1's] , [Rmeas, Tmeas)} Was applied to train the
BPNN. To evaluate the BPNN algorithm, different phan-
toms were compounded and measured. The optical prop-
erty was reconstructed with the well trained BPNN. As
shown in Fig. 8, the mean relative error for the recon-
struction of p, and p. are within the range of 5% and
2%.

In conclusion, the developed algorithm for extracting
optical properties from the measurements of R and T

of the DIS system is dealt with, which is based on the
artificial neural networks. The simulations results show
that, with the algorithm, the RMSEs in the p, and pl
reconstruction are less than 0.01 cm~! and 0.02 cm™!.
Compared with the IAD method, the algorithm is not
only more accurate for the lower albedo cases but also
more robust to the noise of R and T especially for the
it reconstruction. The experimental results also demon-
strate that the effectiveness of the algorithm in recon-
structing optical properties with the measurement data
from the DIS system. In short, it is evident that, once the
calibration model has been implemented, the developed
algorithm is more suitable to the real-time reconstruction
of optical property from the DIS system.
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